
 

 

 

 

 

 

  

The Health Information and Quality Authority (HIQA) is an independent statutory body 

established to promote safety and quality in the provision of health and social care services. 

HIQA has a responsibility to develop standards, recommendations and guidance to support 

the Irish digital health and health information landscape to ensure safer, better care for 

people using health and social care services. HIQA has been requested by the Department of 

Health to develop a national framework to promote and drive the responsible and safe use 

of Artificial Intelligence (AI) in health and social care services to ensure safer, better care for 

people using health and social care services. The framework will provide an overarching set 

of principles to drive and promote a safe and responsible approach to the use of AI in the 

health and social care sector in Ireland.  

This scoping consultation gives stakeholders an opportunity to identify the key areas that 

this framework should address, to identify what will support the implementation of the 

framework, as well as an opportunity to provide examples around good practice from their 

experience. The scoping consultation will also aid in identifying additional stakeholders to be 

engaged with further as part of the process.  

HIQA will carefully assess all feedback received and use it, along with other available 

evidence, to develop the draft National Framework for the responsible and safe use of AI in 

health and social care. Before you complete this consultation feedback form, please read the 

accompanying brief available on www.hiqa.ie and the instructions for submitting feedback 

on the next page.  

The closing date for the scoping consultation is Friday 2 May 2025. 
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Instructions for submitting feedback 

 

   When completing this form online, please ensure you scroll down the webpage and 

complete the form in full.  

 If you are commenting on behalf of a service or organisation, please combine all 

feedback from your organisation into one submission form and include the details of 

the service or organisation.  

 Please do not paste other tables into the boxes already provided — type directly into 

the box as the box expands. 

 Please spell out any abbreviations that you use. 

Data Protection and Freedom of Information  
 
This consultation is being conducted in accordance with data protection law, including the 

GDPR and Data Protection Act 2018. 

 

HIQA will only collect and store personal information during this consultation for the 

purposes of verifying your feedback or where you have indicated that you would like to be 

contacted to participate in future focus groups.  

For further information on how HIQA uses personal information, please see our Privacy 

Notice available here. If you have any concerns regarding your personal information, please 

contact HIQA’s Data Protection Officer on dpo@hiqa.ie. 

 

Following the consultation, we will publish a Statement of Outcomes document summarising 

the responses received, which will include the names and types of organisations that 

submitted feedback to us. For that reason, it would be helpful if you could explain to us if 

you regard the information you have provided us as being confidential or commercially 

sensitive. 

 
If we receive a request for disclosure of the information under FOI, we will take full account 
of your explanation, but we cannot give you an assurance that confidentiality can be 
maintained in all circumstances. 

https://www.hiqa.ie/reports-and-publications/corporate-publication/hiqa-privacy-notice
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1. About you

Please tick as appropriate:  

Question 1: Are you providing feedback as: 

☐ an individual

☐ on behalf of an organisation

If answering on behalf of an organisation, please provide the name of the 

organisation and a name and phone number for a contact person within the 

organisation: 

Name of the organisation: 

Name and phone number for a contact person within the organisation:  

Please tick as appropriate  

Question 2: Are you commenting as: 

☐a person who has used, is currently using or may in the future, use health and

social care services 

☐a staff member or other person working in a health and or social care service

Please specify your role: 

☐other Please specify:

The feedback in your consultation form will only be used to help develop the draft 

framework for the responsible and safe use of AI in health and social care services in 

Ireland, for research purposes and to inform further reports. Any information you 

provide will be held securely, in accordance with data protection law and Freedom of 

Information (FOI) Act 2014.  
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2. Feedback to inform the draft guidance  
 

 

 

 

 

 

Question 3: What are the key areas that the framework should address? 

(Please indicate why they are important)  

 

Insert text here 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this section, we would like to hear what you think are the key areas that the 

framework should address, examples of good practice, who we should engage with 

further during the development process, and what will support the implementation of 

the National Framework for the responsible and safe use of AI in health and social care 

services.  
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Question 4: What are some examples of good practice around the 

responsible and safe use of AI in health and social care services that you 

are aware of? 

Insert text here 
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Question 5: What key organisations or individuals should we engage with 

when developing the framework? (We may invite them to take part in 

future focus groups or to comment during the consultation on the draft 

framework)  

Insert text here 
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Question 6: What will support the implementation of a framework for the 

responsible and safe use of AI in health and social care services? 

Insert text here 
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3. Register to hear about future engagement

opportunities

Question 7: Would you like to hear about opportunities to engage with us 

on the development of this framework, or on other future projects?  

(This may include an invitation to focus groups or to comment during consultation 

on the future draft framework)  

☒Yes ☐ No

If you answer yes to above please provide: 

your name:  

email address:  

contact number:   
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Thank you for taking the time to give us your views on 

the development of a National Framework for the 

responsible and safe use of AI in health and social care 

services in Ireland. 
 

 

 

 

 

 

 
 

 

 

 

OR 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

You can download a consultation feedback 

form at www.hiqa.ie 

 

Then email the completed form to 

hist@hiqa.ie 

 

 

Print the consultation feedback form 

and post the completed form to: 

 

Framework for the Responsible use of 

AI in Health and Social Care Services 

Health Information and Quality 
Authority 

George's Court 
George's Lane 

Smithfield 
Dublin 7 

DO7 E98Y 
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Please ensure that you submit your form online or return it to us either by  
email or post by 5pm on Friday 2 May 2025 

 

 

If you have any questions on this document, you can contact the 

HIQA Standards Team either by: 

 

Phoning: (01) 814 7400  

 

Or 

 

Emailing: hist@hiqa.ie 

 


	other, please specify: Medical Protection Society 
	Your name: Ceylan Ablikim
	email address: publicaffairs@medicalprotection.org
	contact number: + 44 (0)7870269857
	Question 7: Yes
	Question 1: on behalf of an organisation
	Question 2: other, please specify
	Question 3: Medical Protection Society has a strong interest in ensuring that we can collectively make the most of the incredible opportunities for improvements in healthcare posed by AI. To achieve this, we believe that AI tools need to be developed and integrated in a way that is safe not just for the patients but also for the clinician.  Our response to this consultation is based largely on the findings from a recent White Paper ('Avoiding the AI ‘off-switch’: Make AI work for clinicians, to unlock potential for patients'). The paper was authored by leading research organisations and was supported by the MPS Foundation which was established by the Medical Protection Society in 2022 to fund research aimed at improving patient safety and clinician wellbeing. We would recommend reading this White Paper in full in addition to the key points we make in this submission. We recommend that in developing the national framework the following points are considered seriously: 1. Patient safety. Healthcare providers, clinicians and AI providers should be encouraged to ensure ongoing monitoring and risk assessment on the use of AI tools in order to ensure patient safety. 2. Adherence to regulatory guidance – to support healthcare providers, clinicians and AI developers to remain compliant, all aspects of the framework should be developed in the context of, and be complementary to, all relevant regulatory guidance. This should include Medical Council guidance, medical device regulation where appropriate, as well as data protection regulations. 3. Training. Clinicians should be provided with and ask for training on the AI tools they are expected to use. This will help them to navigate their AI tool use more skilfully and know when confidence in an AI’s outputs would be justified. This training should cover the AI tool’s scope, limitations and decision thresholds, as well as how the model was trained and how it reaches its outputs. As part of this, clinicians should aim to be aware of the data on which the tool relies and be aware of potential bias.  4. Scope of expertise. Clinicians should only use AI tools within areas of their existing expertise. AI tools should not be used outside of that expertise. If there are specific cases where a clinician’s knowledge is limited, clinicians should seek the advice of a human colleague who understands the area well and can oversee the AI tool, rather than rely on the AI tool to fill their knowledge gap. 5. Use of AI in clinical decision making. Clinicians should regard the input from an AI tool as one part of a wider, holistic picture concerning the patient, rather than the most important input into the decision-making process. They should be aware that AI tools can be fallible, and those which perform well for an 'average’ patient may not perform well for the individual in front of them. Clinicians should also feel confident to reject an AI output that they believe to be wrong, or even suboptimal for the patient.  6. Involvement of clinicians in development of AI. AI developers and clinicians should engage with each other wherever possible to ensure that AI tools are user-focused and fit for purpose for their intended contexts. This should apply not just during the development of AI tools but also in their ongoing upkeep and improvement. 7. Liability. Clarity around the liability of AI providers will be needed, particularly in relation to AI systems which make recommendations. The framework should consider what support and advice healthcare providers and others will need to take steps to reduce the prospect of clinicians becoming 'liability sinks', where they end up absorbing liability for AI-influenced decisions, even when the AI system itself may be flawed. For example, healthcare organisations procuring any AI recommender systems will want to have product liability which covers loss to a patient from an incorrect or harmful AI recommendation, and/or ensure their contract with the AI company includes an indemnity or loss-sharing mechanism in cases where a patient alleges harm by an AI recommendation implemented by a clinician and where the clinician is subsequently held liable. It is also very important that the implementation of the new EU Product Liability Directive by December 2026 provides clarity around product liability. 
	Question 4: 
	Question 5: We would welcome engagement with the Medical Protection Society throughout the process of developing the framework. We are increasingly providing advice to members on ethical and legal aspects of the use of AI. We also have a broad interest in relation to the safe use of AI as demonstrated by the research we are supporting in this area through the MPS Foundation (including the recently published White Paper 'Avoiding the AI ‘off-switch’: Make AI work for clinicians, to unlock potential for patients'). We would be very happy to meet with HQIA to discuss any aspect of this work and how we can support you in developing the framework. We would also recommend engaging with the Medical Council and all other relevent regulatory bodies that produce guidance in relevant areas.
	Question 6: Clear and effective communications with healthcare professionals, healthcare providers and AI developers will be needed when it comes to implementation of the framework. We are already communicating with members and stakeholders in relation to ethical and legal aspects around the safe use of AI and we would be happy to work with HQIA to identify what further communications could be needed to raise awareness in these areas when it comes to implementation of the framework. 
	please specify your role: 
	Name of the organisation: Medical Protection Society 
	Name and phone number for a contact person with the organisation: Ceylan Ablikim, + 44 (0)7870269857


